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Working with VS ALM tools since 2004.
WinDays 2005 preconf day on VSTS

Worked as Dev, PM, Test, RM, SM, PQO...

VS ALM MVPs
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Agenda

Overview of DevOps

DevOps Habits and Practices
Plan +Track

Develop + Test

Release

Monitor + Learn

DevOps Adoption
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DevOps
S the union of people, process, and tools to
enable continuous delivery of value to end
USers

Cornerstones of DevOps:
Culture supporting sharing and collaboration
Continuously optimized lean process
Automated deployment pipeline
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Best DevOps Organizations

High performing organizations
Releasing many features frequently
High Quality

_ow Cycle time

ow Lead time

L.ow MTTR , high MTBF

Mean Time To Recovery
Mean Time Between Failures
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DevOps Habits

i EVIDENCE
AUTONOMY PRODUCTION

& ENTERPRISE gatieredita FIRST

ALIGNMENT il Ao MINDSET
FLOW OF BACKLOG MANAGED INFRASTRUC

CUSTOMER refined with TECHNICAL TURE

VALUE LEARNING DEBT is a FLEXIBLE
RESOURCE
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DevOps Habits

Insist on delivering more features more frequently, through automation, optimized process
and collaborative culture. Shorter cycle times by reducing impediments and rework loops to

support increased responsiveness, in turn fostering stakeholder satisfaction and trust.

TEAM
AUTONOMY
& ENTERPRISE
ALIGNMENT

FLOW OF
CUSTOMER
VALUE

Strive towards multidisciplinary feature crews who have the freedom to best organize themselves in
order to deploy after each sprint. At the same time, organize work around a common product backlog to
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DevOps Habits

Backlog items emerge from what we learn from Technical debt are problems in a development effort
customer feedback, experiments and active that make forward progress on customer value
monitoring. Treat the backlog as a set of hypotheses, inefficient. Without strict control of technical debt we

which are turned into experiments and verified. progressively loose control over quality and progress.

EVIDENCE
gathered in
PRODUCTION

BACKLOG MANAGED
refined with TECHNICAL
LEARNING DEBT

Good decisions are informed by real data. Instrument everything, not just for
health, availability, performance, and other gualities of service, but to understand

usage and to collect evidence relative to the backlog hypotheses. L\I_LL
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DevOps Habits

Dinamically manage your environments and resources. Make use of flexible and scalable cloud

infrastructure and continually improve architecture to refactor into more independent, discrete services.

PRODUCTION
FIRST
MINDSET

INFRASTRUC
TURE
is a FLEXIBLE
RESOURCE

Production lies at the heart of any software delivery organization, and the best ones recognize that
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the real production should be top priority for every team member in every role.



End-to-End DevOps

1 Plan + Track 4 Monitor + Learn

Development Production

2 Develop + Test 3 Release
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Plan + Track

It starts with an idea - and a plan how to turn this idea into reality...

111

I
I
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Project starts

onday
Manage work LJUN
o
: o

Develop + Test

Track Plan
progress
- - Reports and Agile planning Enterpise
OOlS and PraCtlceS Dashboards tools Collaboration
D Scrum Scaled Scrum
rocess Kanban - Nexus
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Process — Scrum, Nexus and Kanban

Scrum — Agile Process of Choice
Nexus — Scrum scaled to 3-9 Teams

Scrum Framework NEXUS” FRAMEWORK

— =4
-
e

Kanban — For Support and Maintenance
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Plan + Track Tools

Dashboards
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Tracking progress

Taskboard

" Features

" Backlog items

Past
Iteration 1
Iteration 2
Iteration 3

Current

Iteration 4

@ Recycle Bin

July 1- July 12

Features Fabrikam Fiber Devices Team lteration 3 4 work days remaining Work details
Backlog items Backdog Board  Capacity Work details On % L0
past New = Create query | Column options | 1 Work T
Team
Current Type  Praduct Backlog Hem X 1
: (18 of 20 h)
Iteration 3 Title Add
Work By: Activity -
Future .
- e R — |
Iteration 4 - L
+ v ITechmclan can see service tickets on Windows Phone. w« @ Committed  Brian Keller 1 (18 of 20 h)
Review application design with technicians. ® Done Sachin Raj Work By: Assigned To -
Design application workflow. ® Done Brian Keller Il v Keler
Create Windows Phone 7 app. @ InProgress  Brian Keller 1 Gofdh)
submit application to Marketplace. ® Done Michael Koster k Clemri Steyn
« [ Technician can report busyflate on Windows Phone. ® Committed  Brian Keller 1 A
Michael Koster
Review feature with technician early adopters ® Done Sachin Raj ﬂ“h I
Implement feature in app and wire up to back-end database. ® Done Clemri Steyn (4ofdh)
Create Ul for feature. ® Done Michael Koster Q Sachin Raj
Design implementation of feature. ® |n Progress  Brian Keller 1 (3ofdh)
v ITech n can send GPS location from Windows Phone. ® Committed  Brian Keller 2
Review new feature with technician early adopters. ® Done Sachin Raj
Create Ul for new feature. ® Done Michael Koster
Write code to get GPS location and resalve to address. ® Done Clemri steyn
Design implementation of feature. * ToDo Brian Keller 2
@ Recycle Bin v ITechr\ician can edit customer contact details on Windows Pho,., ® Committed  Brian Keller 1

July 1-Juby 12

Fabrikam Fiber Leadership Team lteration 3

Person All

-]

Technician can report
busy/late on Windows Phone.

Bl e celter 1h
State ® Committed

Windows Phone

Backlog Board Capacity Group by Backlog items
Todo 45h In progress 4 h Done

4 +

Technician can see service Create Windows Phane 7 app.

tickets on Windows Phone.

- Brian Keller 1
- Brian Keller 1h
State ® Committed
Windows Phone

4

Design implementation of
feature.

Bl eien veter 1

Review application design
with technicians,

B sachinra

Design application workflow.

- Brian Keller
Submit application to
Marketplace.

B Michael Koster

Review feature with
technician early adopters,

Q Sachin Raj

Implement feature in app and
wire up to back-end
database.

1 Clemri Steyn

Create Ul for feature.

Michael Koster

Agile planning tools
Backlog

N
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DevOps Habits and Practices — Plan & Track

PRACTICES

Stakeholder Feedback

TEAM
AUTONOMY
& ENTERPRISE
ALIGNMENT

EVIDENCE
gathered in
PRODUCTION

BACKLOG
refined with
LEARNING

PRACTICES PRACTICES

Enterprise Agile

Stakeholder feedback
" Microsoft
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VSTS Agile Toolset
Dashboards and Reporting
Demo
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o&F Develop + Test

After the iteration starts,
developers turn great ideas
into features and functionality ...

--------- ® Write Code

Unit Testing @-<e<---
Version Control and

Code Reviews (... ® Version Control

Tools and Practices Automated Build

CI/BUild @-+eeee-
Automated Tests
Testsasapartof (0 )eeeeeeen ® Build Verification
the Build L\L"L
Release

KONFERENCA
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Code and Quality - Principles and Practices

Principle: always stay very close to ready to deploy to
oroduction

Speed is key: tast builds, fast test results, tast feedback
Invest in Continuous Integration (Cl) with automated testing

Code Reviews
Supported by Version Control Tools — Git Pull Request Experience
Ensure Quality
Promote Shared Team Code Ownership

NNNNNNNNNN
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Pull Requests
Demo




Advanced Code Practices — For high throughput

(master) Branch Policies

Security  Branch Policies

L]
WO r |< | | I | I I a Ste r t r u | I |< To protect the master branch with a gate that blocks inadvertent and low guality commits, enable one or more branch policies, Enabling

branch policies will require changes to be submitted using pull requests. Learn more

Alternatively use short lived feature Attty

¥ When team members create or update a pull request into the master branch, queue this build: | Select build definition to require ¥

When the master branch is updated
ra n C e S 2 Always require & new build

® Require a new build if clder than |12 hours

2 Don't reguire a new build

Don't use integration branches

Merge requirements

. ¥ Require a specific type of merge when pull requests are completed
Put changes behind feature flags e

2 Sguash changes when merging
‘Work item linking reguirements

Branch policies

Block pull reguest completion if there are no linked work items

Comment requirements

M u St h ave a g ree n b u I |d ¥ Check that all of the pull request comments are resolvad

Block pull reguest completion if not all comments are resclved

Optional: functional test run PRE—

[#] Require a minimum number of approvals before completing pull request

Minimum number of reviewers |2

Allow users to approve their own changes
Pull request can be completed even if some reviewers rejected changes

T require specific reviewers for portions of your code base, specify the path and add the reviewers you want to require.

+ Add a new path

Save changes Undo changes

" Microsoft




Testing - Automated and Manual Tests
Automated Testing

Acceptance Tests
Unit Tests, Functional or Integration Tests, Stress or Load Tests
Performance, Security, Usability etc.

Regression Tests
Safety net for rapid development - Prerequisite for sustainable development effort
Recommended practice: Test Shift Left

Manual Testing

Doesn’t scale - High throughput teams avoid manual testing
Specified (following a specific usage scenario within a test plan )
Exploratory

N T
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Best Practice — Test Shift Left

Tests should be written at the lowest level possible

Test early — more unit test like, less Ul based tests

Replace Ul based functional tests with unit test based (functional and
Integration) tests

Replace fragile Ul tests with fast and robust (unit) tests
Usually requires refactoring of the architecture

Tests become significantly faster and more reliable

Bugs are found earlier in the cycle

Developers get quick feedback on their commit, which further reduces context
switching
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DevOps Habits and Practices - Develop & Test

PRACTICES PRACTICES
Automated Testing
Continuous Integration

Stakeholder Feedback

TEAM
AUTONOMY
& ENTERPRISE
ALIGNMENT

FLOW OF
CUSTOMER
VALUE

PRACTICES
Code Reviews
Automated Testing

MANAGED
TECHNICAL

DEBT

PRACTICES PRACTICES
Enterprise Agile
Continuous Integration

Stakeholder feedback

" Microsoft
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Automated Tests — Unit and Ul
Demo




Re|ea Se Release

(&)

When all tests pass, the build is automatically Management
deployed and tests executed in test T;)%S Feature Flags
stage in the release process ... Gloucy .
Load Testing Containers
Int tion testi .
egrtn s

environment

Monitor + Learn

Automated
Deployment Pipeline

Automated functional Pre—production
testing environment environment

N T
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Release Management
Repeatable Automated Deployment Model

Dev Integration
->
Code | Build & Package Deploy Test Deploy Test
|
Pre-Prod

NNNNNNNNNN
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Deployment Principles

Invest in the Continuous Deployment pipeline

Implement fully automated ,Push button” deployments
Allow for no down time

Execute tests in all phases of the delivery pipeline
Treat test failures in CI/CD pipeline as high priority bugs

Promote joint ownership between engineering and ops

Streamline and automate workflow between Dev & Ops to deliver higher
quality software more frequently with less risk

Automated Recovery

Built in mechanisms that detect a deployment failure and attempt an |
automated recovery to a working state L

" Microsoft
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Feature Flags

Decouple deployment of features from their exposure to end-users

All done code is deployed, but feature flags control exposure

Granular control of user exposure to features down to an individual user
Combined best with multiple rings of production environments

Users can be added or removed with no redeployment

Turned off quickly

Enable progressive experimentation & refinement

Support early feedback

Decouple engineering and marketing
Enables ,dark launch” of features

Note! Avoid using feature flags for dark delivery of unfinished code
Prefer delivering more granular features in done state

N
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Shift Right — Test in Production

Leverage end users as scalable manual testers
Production is the best place to look for certain types of issues

Control exposure of features to users

For web/cloud apps use multiple rings of production environments
Use Feature flags

Monitor metrics and act on irreqularities
Proactively react, fix problems, redeploy
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PRACTICES

DevOps Habits and Practices - Release muueue s co

PRACTICES PRACTICES PRACTICES Continuous Deployment
Automated Testing Code Reviews Release Management
Continuous Integration Automated Testing Configuration Mng.
Continuous Deployment Testing in Production

Automated Recovery

Release Management Stakeholder Feedback

TEAH EVIDENCE
AUTONOMY PRODUCTION

& ENTERPRISE Pi ‘gg Z’:‘T'I:';N FIRST
ALIGNMENT MINDSET
FLOW OF BACKLOG MANAGED INFRASTRUC
CUSTOMER refined with TECHNICAL TURE
VALUE LEARNING DEBT is a FLEXIBLE
RESOURCE

PRACTICES
PRACTICES PRACTICES

Enterprise Agile Testing in Production Infrastructure as Code

Continuous Integration Continuous Delivery

Continuous Deployment Release Management I
Release Management Stakeholder feedback Configuration Management L\LL
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Release Management
Demo




Monitor + Learn

When all tests pass, the build is deployed to testing environments for
each stage in the release process

Plan the next iteration

Feedback @-:e----

ooooooooo o Monltor
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Sources of Telemetry

Outside-in monitoring
URL pings and web tests from 16

... ... ... ...
l.l l.l l.l l.l global points of presence

l' | F ] . Observed user behavior

How is the application being used?

Developer traces and events

Whatever the developer would like to trace

. l. l Observed application behavior
No coding required — service dependencies,
queries, response time, exceptions, logs, etc.
Infrastructure performance
Infrastructure e System performance cgunters

N T
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Application Insights - Drill Down Tools for Powertul Insights

o Metrics Explorer
UR GRAIN) - FAB ) L

& Metrics Explorer

+ 0 Y U a2 9 + O

Add chart Time range Filters Refresh Alert rules Reset Add chart Time range Filters Reset

Diagnostic search
1 .

O Y

Time range Filters

(AMPROD

Refresh Resat

Timeline

EEEELY @ GET Home/Index x m

Timeline

AN\ The raw data limits results to 7 days.

5 Search
- +
20Ms Filtered on i st RGY @ GET Home/Index x
._= N  Request| | folsc x]
PRICR WEEK oMS
; o= SERVER RESPOMNSE TIME 2 I I
s TéTALDEPE\IDENc'r... e _ 20.165 N | [ ]
ok & A P 10 FRI13 M TUE 17
20 5 SERVER REQUESTS TOTAL REQUEST
= EXCEPTIONS i 1
i A 1248 C— - 15 115
- USERS
= SERVER REQUESTS i 14
. e, | 89.6« B . o . 0 3/16/2015, 1:37:11 AM - REQUEST
K e e T = GET Home/Index
- USERS Full URL: httpe//aiconnect2.cloudapp.net/FabrikamProd R
o * Average of server response time by raquest name
D T AR 15 TUET I 3/15/2015, 3:28:56 PM - REQUEST
GET Home/Index
REQUEST NAME AVERAGE COUNT STD. DEV. Full URL: http://aiconnect2.cloudapp.net/FabrikamProd R se code: 500
5 onse time: 2209.02
Total of failed requests by request name - onse fime: 2209.02ms
GET Home/Index I o2 5 1456 sec I 3/15/2015, 3:28:48 PM - REQUEST
REQUEST NAME TOTAL 3% TOTAL GET Home/Index ) .
Full URL: https//aiconnect2.cloudapp.net/FabrikamProd R
5 sponse time: 10647.61ms
GET Reports/Employees D s 93.4%
I 3/15/2015, 3:28:48 PM - REQUEST
- GET Home/Index
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S onse time: 11063.63ms
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Alerting is Key to Fast Detection

Alerts should create a sense of urgency
False and redundant alerts dilute urgency
Set right thresholds and tune often

Fvery alert must be actionable and represent a real system issue
Response team
On-call DRI (Designated Responsible Individual)

Optimize for fixing quickly

Production First Mindset

Bl pfirvmcenEE ... KONFERENCA
m: Microsoft Reach us with #ntk17



DevOps

PRACTICES
Automated Testing

PRACTICES
Usage Monitoring

Continuous Integration Telemetry Collection
Continuous Deployment Testing in Production
Release Management Stakeholder Feedbac

P

RACTICES

Code Reviews

Automated Testing

Continuous Measurement

PRACTICES
Application Performance Mng.

abItS aﬂd PraCUCGS - MOHIJ[OI’ & Leam Infrastructure as Code

Continuous Deployment
Release Management
Configuration Mng.
Automated Recovery

k

BACKLOG
refined with
LEARNING

" Microsoft

EVIDENCE
gathered in
PRODUCTION

PRACTICES
Enterprise Agile
Continuous Integration
Continuous Deployment
Release Management

PRACTICES
Testing in Production
Usage Monitoring
User Telemetry
Stakeholder feedback

Feature flags

MANAGED
TECHNICAL
DEBT

PRODUCTION
FIRST
MINDSET

INFRASTRUC
TURE
is a FLEXIBLE
RESOURCE

PRACTICES

Application Performance Management

Infrastructure as Code

Continuous Delivery

Release Management I

Configuration Management L\LL
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PRACTICES

DevOps Habits and Practices - End to Enc Applcation Performance Mg,

PRACTICES PRACTICES
Automated Testing Usage Monitoring

Continuous Integration Telemetry Collection
Continuous Deployment Testing in Production

Release Management

Stakeholder Feedback

P

RACTICES

Code Reviews

Automated Testing
Continuous Measurement

Infrastructure as Code
Continuous Deployment
Release Management
Configuration Mng.
Automated Recovery

TEAM
AUTONOMY
& ENTERPRISE

ALIGNMENT
FLOW OF BACKLOG

CUSTOMER refined with
VALUE LEARNING

EVIDENCE
gathered in
PRODUCTION

PRACTICES
Enterprise Agile
Continuous Integration
Continuous Deployment

Release Management
a® Microsoft

PRACTICES
Testing in Production
Usage Monitoring
User Telemetry
Stakeholder feedback

Feature flags

MANAGED
TECHNICAL
DEBT

PRODUCTION
FIRST
MINDSET

INFRASTRUC
TURE
is a FLEXIBLE
RESOURCE

PRACTICES

Application Performance Management

Infrastructure as Code

Continuous Delivery

Release Management I

Configuration Management L\LL
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DevOps Adoption/Agile Transtormation Agenda

Start with Scrum

Change Release Process
Automate delivery pipeline

Change Testing Methodology
Automate Tests and test environments, Shift left, Shift right

INncrease the release cadence

ntroduce automated processes without delay
Proceed cautiously — Cultural changes can't be rushed

Proceed driven by business needs
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Thank you!

Questions?

obajic@ekobit.hr

aroje@ekobit.nr L\I_LL
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